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Jaroslav Hajék (1959) introduced an important concept or representative strategy as a joint property of 
an estimator 𝑒𝑒(𝜔𝜔) and sampling design 𝑃𝑃 = {𝑃𝑃(𝑠𝑠), 𝑠𝑠 ∈ 𝑆𝑆}. The pair (𝑒𝑒,𝑃𝑃) is said representative with 
respect to numbers 𝑥𝑥𝑖𝑖 if 𝑃𝑃(𝑒𝑒(𝑠𝑠, 𝑥𝑥) = 𝑋𝑋) = 1 i.e. if the estimate applied to the population (𝑥𝑥1, … , 𝑥𝑥𝑁𝑁) 
estimates the total without error with probability 1 (Hajék 1981, p. 40). In other words, the equation 
 ∑ 𝑥𝑥𝑘𝑘𝑖𝑖𝑤𝑤𝑖𝑖 = ∑ 𝑥𝑥𝑘𝑘𝑖𝑖𝑁𝑁

𝑖𝑖=1𝑖𝑖∈𝑠𝑠  (1 ≤ 𝑘𝑘 ≤ 𝑚𝑚),        (1) 
where 𝑤𝑤𝑖𝑖 = 𝑤𝑤𝑖𝑖(𝑠𝑠) are weights, should hold for any sample 𝑠𝑠 that may be selected under the sampling 
design P. Hajék showed that representativeness is one of the conditions of optimality and simplifies 
the expression of the mean squared error. I discuss representativeness under the design-based 
(randomization) framework. The property of strategy representativeness can be obtained if (1) with 
appropriate weights holds for the sampling design or the estimation design. In balanced probability 
sampling (Deville and Tillé 2004), inclusion probabilities 𝜋𝜋𝑖𝑖 are derived that fulfill the requirement of 
∑ 𝑥𝑥𝑘𝑘𝑖𝑖/𝜋𝜋𝑖𝑖 = ∑ 𝑥𝑥𝑘𝑘𝑖𝑖𝑁𝑁

𝑖𝑖=1𝑖𝑖∈𝑠𝑠 . In calibration estimation (Deville and Särndal 1992), calibration weights 𝑤𝑤𝑖𝑖 
are derived that meet the calibration (balancing) equations (1). Many strategies common today can be 
reviewed under the framework of representativeness. A (non-calibrated) linear estimator for the total 
of y, such as Horvitz-Thompson estimator �̂�𝑡𝐻𝐻𝐻𝐻 = ∑ 𝑦𝑦𝑖𝑖/𝜋𝜋𝑖𝑖𝑖𝑖∈𝑠𝑠 , applied to a sampling design P balanced 
on the auxiliary variables 𝑥𝑥𝑘𝑘 , is a representative strategy w.r.t. 𝑥𝑥𝑘𝑘 . A calibration estimator �̂�𝑡𝐶𝐶𝐶𝐶𝐶𝐶 =
∑ 𝑤𝑤𝑖𝑖𝑦𝑦𝑖𝑖𝑖𝑖∈𝑠𝑠  of the total of y applied to a (non-balanced) sampling design P also is a representative 
strategy. Accuracy benefits from these strategies are expected if the auxiliary x-variables correlate 
with the target variable y. In the strategies touched this far, statistical models only appear implicitly. In 
penalized balanced sampling (Breidt and Chauvet 2012) and penalized calibration (Guggemos and 
Tillé 2010), some of the balancing or calibration constraints in (1) are relaxed in a controlled way. In 
these methods, explicit statistical modelling e.g. with linear mixed models plays an important role 
Models such as members of the generalized linear mixed models family enter on the scene also in 
some other recent approaches, e.g. generalized calibration (Deville 2000) and model calibration (Wu 
and Sitter 2001; Lehtonen and Veijanen 2009). Based on selected literature, we discuss the properties 
of the various representative strategies and present some numerical examples. 
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