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In sample surveys we are interested in estimates of unknown parameters of a population, based on a selected sample, but often non-response occurs, the full sample cannot be collected.

In practice troubles from non-response are treated in the estimation stage, usually with the aid of auxiliary information.

Responsive (or adaptive) designs: Action should be taken during the data collection and with the aid of auxiliary information, the goal is to obtain in the end a well balanced set of respondents.

The crucial question: Will better balanced response guarantee better accuracy (lower variance and/or bias) in the estimates?
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## Notation

Let $U=(1,2, \ldots, N)$ denote a finite population.

We take a random sample $s$ of size $n$ to estimate the population total $Y=\sum_{U} y_{k}$ of the study variable $y$.

The sampling design, which is used to select sample $s$, generates for each element $k \in U$ a known inclusion probability $\pi_{k}=\operatorname{Pr}(k \in s)$
and a design weight $d_{k}=1 / \pi_{k}$.
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## Notation

Non-response occurs and values $y_{k}$ are only recorded for a subset of units response set, $r \subset s$.

It is assumed that we have access to auxiliary variables $\mathbf{x}_{k}=\left(x_{k 1}, x_{k 2}, \ldots, x_{k J}\right)^{\prime}$ that are known $\forall k \in s$ and we know the population totals $\mathbf{X}=\sum_{U} \mathbf{x}_{k}$.

We assume that the auxiliary vector can be constructed as such that

$$
\boldsymbol{\mu}^{\prime} \mathbf{x}_{k}=1, \forall k \in s, \text { for some vector } \boldsymbol{\mu} \text { independent on } k .
$$
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$I M B$ takes values between $0 \leq I M B \leq P(1-P)$.

Guiding data collection with $I M B$ - monitoring response.
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where $w_{k}=\left(\sum_{U} \mathbf{x}_{k}\right)^{\prime}\left(\sum_{s} d_{k} \mathbf{x}_{k} \mathbf{x}_{k}^{\prime}\right)^{-1} \mathbf{x}_{k}$.

Weights $w_{k}$ satisfy calibration requirements:
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where $\mathbf{b}_{r}=\left(\sum_{r} d_{k} \mathbf{x}_{k} \mathbf{x}_{k}^{\prime}\right)^{-1} \sum_{r} d_{k} \mathbf{x}_{k} y_{k}$ and $\mathbf{b}_{s}=\left(\sum_{s} d_{k} \mathbf{x}_{k} \mathbf{x}_{k}^{\prime}\right)^{-1} \sum_{s} d_{k} \mathbf{x}_{k} y_{k}$.

This decompositions highlights two undesirable differences:

- Difference due to imbalance in the response
- Difference due to biased regression


## Previous results

Let's denote

$$
\Delta_{r}=\left(\mathbf{b}_{r}-\mathbf{b}_{s}\right)^{\prime} \overline{\mathbf{x}}_{s}=\left(\hat{Y}_{C A L}-\hat{Y}_{F U L}\right) / \hat{N}
$$

and investigate the effect of imbalance on $\Delta_{r}$.

## Previous results

Let's denote

$$
\Delta_{r}=\left(\mathbf{b}_{r}-\mathbf{b}_{s}\right)^{\prime} \overline{\mathbf{x}}_{s}=\left(\hat{Y}_{C A L}-\hat{Y}_{F U L}\right) / \hat{N}
$$

and investigate the effect of imbalance on $\Delta_{r}$.
Särndal et. al (2016) showed that under certain simplifying conditions, the conditional mean $E\left(\Delta_{r} \mid \overline{\mathbf{x}}_{r}, m, s\right)=0$

## Previous results

Let's denote

$$
\Delta_{r}=\left(\mathbf{b}_{r}-\mathbf{b}_{s}\right)^{\prime} \overline{\mathbf{x}}_{s}=\left(\hat{Y}_{C A L}-\hat{Y}_{F U L}\right) / \hat{N}
$$

and investigate the effect of imbalance on $\Delta_{r}$.
Särndal et. al (2016) showed that under certain simplifying conditions, the conditional mean $E\left(\Delta_{r} \mid \overline{\mathbf{x}}_{r}, m, s\right)=0$ and the conditional variance

$$
V\left(\Delta_{r} \mid \overline{\mathbf{x}}_{r}, m, s\right) \approx \frac{S_{y}^{2}}{m}\left(1-p+\frac{I M B}{p^{2}}\right)
$$

where $m$ is the number of respondents, $p=m / n$ is the response rate, $S_{y}^{2}=\sum_{j=1}^{J} n_{j} / n S_{y j}^{2}$ and $S_{y j}^{2}=\sum_{s_{j}}\left(y_{k}-\bar{y}_{s_{j}}\right)^{2} /\left(n_{j}-1\right), j=1, \ldots, J$.
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$$
\begin{aligned}
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## Simulations

A sample of $n=20$ is fixed and all possible response sets are considered where $m=12$. The auxiliary vector is a group vector, $I M B$ and $\left(\mathbf{b}_{r}-\mathbf{b}_{s}\right)^{\prime} \overline{\mathbf{x}}_{U}$ is calculated for 56576 response sets.


## Simulations

Variance of $\left(\mathbf{b}_{r}-\mathbf{b}_{s}\right)^{\prime} \overline{\mathbf{x}}_{U}$ by IMB value.
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